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ABSTRACT

Background: To evaluate the scientific accuracy, informational quality, and readability of artificial
intelligence (AI) chatbots in providing postoperative education after thoracic surgery.

Materials and Methods: Five publicly available chatbots, GPT-50, GPT-40, GPT-4.1, Claude Opus-
4, and Gemini Pro were tested using a standardized prompt on postoperative care after lung resection.
Each Chatbot’s response was independently assessed by a thoracic surgeon using two validated scoring
systems: the Modified Ensuring Quality Information for Patients (mEQIP) and the Quality Analysis
of Medical Artificial Intelligence (QAMAI). Readability was evaluated by the Average Reading Level
Consensus (ARLC) index. Descriptive and comparative analyses were performed. As no human or
patient data were used, ethical approval was exempt.

Results: The mean mEQIP score across models was 84.7 + 5.5 %, indicating high content quality, and
the mean QAMAI score was 27.2 + 2.0 / 30, reflecting high accuracy and completeness. GPT-4.1 and
GPT-50 achieved the highest scores, whereas Gemini Pro provided the least comprehensive content.
The mean ARLC grade was 11.0 + 0.6, corresponding to a college reading level.

Conclusion: Al chatbots can produce accurate, guideline-consistent postoperative information after
thoracic surgery; however, their language complexity often exceeds that of most patients. Simplifying
expressions and improving transparency are essential before chatbots can be safely integrated into
postoperative patient education.
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Introduction

Artificial intelligence (Al) systems and large language
models (LLMs), such as ChatGPT, Gemini, Claude, and
Copilot, have recently gained prominence in medicine
due to their ability to provide on-demand, human-like
explanations to complex questions. These models are
increasingly explored in patient education, clinical de-
cision support, and medical documentation. However,
despite their rapid adoption, questions remain regarding
the accuracy, reliability, and readability of the medical
information they generate [1].

Thoracic surgery is a field where accurate patient
communication is vital for safe recovery. After lung re-
section surgery (lobectomy or pneumonectomy), patients
must understand detailed instructions related to wound
and chest-drain care, respiratory exercises, pain manage-
ment, and early recognition of complications. Effective
education at discharge is a key determinant of postopera-
tive outcomes and adherence to Enhanced Recovery Af-
ter Surgery (ERAS) protocols [2-4]. Unfortunately, exist-
ing patient information materials are often written above
the average literacy level, leading to misunderstanding,
anxiety, and preventable readmissions [5,6].

Al chatbots may fill this communication gap by de-
livering personalized, interactive, and accessible post-
operative instructions. Yet, their use in thoracic surgery
remains poorly studied. Recent research has assessed
ChatGPT’s performance in cardiothoracic and urologic
contexts, with promising results but limited readability
[7-10]. Yiiksel et al [11] evaluated chatbots in cardiac
surgery (CABG) patient education, demonstrating good
content quality but excessive linguistic complexity.

Similarly, Ferrari-Light et al [8] analyzed chatGPT’s
responses to patient questions about lung-cancer surgery,
noting factual accuracy but lack of source citation and
variable comprehensibility. These findings suggest that
while Al chatbots can generate medically sound informa-
tion, their suitability for direct patient education in tho-
racic surgery has not yet been established.

To the best of our knowledge, this is the first study
in Tiirkiye to evaluate artificial intelligence chatbots in
the field of thoracic surgery, focusing specifically on
postoperative patient education. Therefore, this study
aimed to evaluate the scientific accuracy, content qual-
ity, and readability of Al chatbots’ educational materials
regarding postoperative care after lung resection. Using
validated scoring tools-mEQIP, QAMALI, and ARLC-this
research provides a comparative analysis of five major Al
chatbots to determine their potential role in postoperative
patient education within thoracic surgery.
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Materials and Methods

This descriptive and comparative observational study
evaluated the quality and readability of educational in-
formation generated by artificial intelligence chatbots
regarding postoperative care after thoracic surgery. Our
study was conducted in October 2025 at the Department
of Thoracic Surgery, University of Health Sciences An-
talya Training and Research Hospital.

Five publicly accessible chatbots were selected for
evaluation, representing different Al architectures and
versions: GPT-50, GPT-40, GPT-4.1, Claude Opus-4,
and Gemini Pro. All chatbots were accessed through their
official web interfaces between October 5-8, 2025, using
standard default settings and no plug-ins or custom in-
structions. Each Chatbot was provided with an identical
standardized prompt to ensure fair comparison.

The following prompt was used for all chatbots in
English: “What should patients pay attention to after
lung resection surgery (lobectomy or pneumonectomy)?
Please provide accurate, evidence-based, and compre-
hensible information suitable for the general public.
Ensure alignment with recent thoracic surgery and post-
operative care guidelines. Include sections about pain
management, breathing exercises, drain care, warning
signs, and follow-up schedule.” Each response was cop-
ied into plain text format (.txt) immediately after gener-
ation and stored for analysis. No post-editing, rephras-
ing, or manual correction was performed. The study
protocol was reviewed by the University of Health Sci-
ences, Antalya Training and Research Hospital Clinical
Research Ethics Committee. The committee determined
that formal ethics committee approval was not required
as the study utilized publicly available artificial intel-
ligence outputs and did not involve human participants
or patient data (Date: 07.11.2025, Decision No: 20/30).
Our study used only publicly available artificial intel-
ligence (Al) outputs, in accordance with the principles
of the Declaration of Helsinki.

Evaluation criteria

1. mEQIP (Modified Ensuring Quality Information for
Patients): This validated tool assesses the content, identi-
fication, and structure of health information, with a total
of 72 possible points (36, 12,and 24, respectively). Scores
were recorded as raw totals and percentages (mEQIP%).

2. QAMALI (Quality Analysis of Medical Artificial
Intelligence): A 6-item Likert-scale instrument evaluat-



ing accuracy, clarity, relevance, completeness, sources,
and usefulness of Al-generated content. Each item was
rated 1-5, producing a total score range of 630 points.

3. ARLC (Average Reading Level Consensus):
Readability was measured by the ARLC formula, which
averages eight readability indices (including Flesch-
Kincaid, Gunning Fog, and SMOG). Higher scores in-
dicate more difficult reading levels. According to health
literacy standards, patient education materials should
not exceed grade 8. All evaluations were performed by
an experienced thoracic surgeon who independently ap-
plied the scoring tools. Scores were double-checked for
internal consistency before statistical analysis.

Statistical Analysis

All data were analyzed using SPSS version 26.0 (IBM
Corp., Armonk, NY, USA). Descriptive statistics were
expressed as mean =+ standard deviation (SD). Normal-
ity was assessed using the Shapiro-Wilk test. Differ-
ences among chatbots were analyzed using one-way
ANOVA, followed by Bonferroni post-hoc testing when
significant results were obtained. Inter-rater reliability
was not applicable, as all ratings were performed by a
single evaluator. A p-value < 0.05 was considered sta-
tistically significant.

Results

A total of five chatbots (GPT-50, GPT-40, GPT-4.1,
Claude Opus-4, and Gemini Pro) were analyzed. Each
generated an average response length of 530 + 85 words.
All chatbots successfully produced coherent, medically
relevant postoperative instructions in response to the
standardized prompt. The individual and mean scores for
mEQIP, QAMALI, and ARLC are summarized in Table 1.

GPT-4.1 achieved the highest overall content quality
with an mEQIP score of 91.7 % and a QAMALI score of
29, followed closely by GPT-50. Claude Opus-4 and Gem-
ini Pro demonstrated noticeably lower completeness and
structural organization. While GPT-based models (4-series
and 5-series) maintained a relatively balanced quality-to-
readability ratio, Gemini Pro’s content was considerably
harder to read (ARLC = 11.8, “very difficult”).

The variation across platforms was moderate (SD
= 55 % for mEQIP), indicating general consistency
among the chatbots. However, only GPT-4.1 differed
significantly from Gemini Pro in total mEQIP score (p
= 0.008, ANOVA with Bonferroni correction). In terms
of readability, all chatbots exceeded the recommended
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eighth-grade level, with a mean ARLC grade of 11.0 +
0.6, confirming that even high-quality outputs remained
linguistically complex for the average patient.

Example excerpt generated by GPT-4.1 for the stan-
dardized prompt: “After lung resection surgery, you
should perform deep-breathing and coughing exercises
every hour while awake to keep your lungs clear. Use an
incentive spirometer, walk frequently, and support your
incision with a pillow when coughing. Monitor your
wound for redness, swelling, or discharge, and seek med-
ical help if you experience shortness of breath, fever, or
chest pain.” This representative output demonstrates the
accuracy and guideline alignment of Chatbot responses;
however, the sentence structure and vocabulary corre-
spond to a college-level reading grade (ARLC = 11), ex-
ceeding recommended patient education standards.

The mean mEQIP score across all chatbots was 84.7
+5.5 %, corresponding to “good—excellent” quality. The
mean QAMAI score was 27.2 + 2.0/ 30, indicating high
overall informational reliability. GPT-4.1 achieved the
highest combined total (mEQIP = 91.7 %, QAMAI =
29), followed closely by GPT-50 (mEQIP = 87.5 %).
Gemini Pro provided the least comprehensive output
(mEQIP = 764 %, QAMAI = 24). Analysis of vari-
ance revealed a statistically significant difference in to-
tal mEQIP scores among the five models (F (4, 20) =
421, p = 0.003). Bonferroni post-hoc testing showed
that GPT-4.1 differed significantly from Gemini Pro (p
= 0.008). There were no significant differences in QA-
MAI scores across models (p = 0.12) (Figure 1).

The mean ARLC grade level was 11.0 = 0.6, which
exceeds the recommended sixth- to eighth-grade range
for patient education. All Chatbot responses were there-
fore classified as “difficult to read” for the general pub-
lic. No significant correlation was observed between in-
formation quality (mEQIP%) and readability (r =-0.21,
p =0.47), suggesting that higher-quality content did not
necessarily correspond to easier readability (Figure 2).

All chatbots produced factually accurate, guide-
line-consistent educational information. GPT-4.1 and
GPT-50 achieved the highest quality scores with well-
structured responses. Gemini Pro and Claude Opus-4
showed reduced completeness and fewer guideline ref-
erences. The overall readability (ARLC = 11) indicates
language complexity beyond the average patient level.
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Figure 1. Mean mEQIP and QAMALI scores of evaluated chatbots.
(Comparison of information quality (mEQIP %) and overall useful-
ness (QAMALI / 30) among evaluated chatbots. GPT-4.1 achieved

the highest scores, while Gemini Pro demonstrated the lowest).
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Figure 2. Relationship between readability (ARLC) and informa-
tion quality (mEQIP). (Scatterplot illustrating the inverse trend be-
tween ARLC grade and mEQIP %. Lower ARLC (simpler text) cor-

responded to slightly higher quality scores).
Discussion

Our study provides a comprehensive evaluation of five
artificial intelligence chatbots-GPT-4.1, GPT-50, GPT-
40, Claude Opus-4, and Gemini Pro regarding the quality,
accuracy, and readability of their educational content on
postoperative care after thoracic surgery. To our knowl-
edge, this is the first study in the literature to specifically
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assess chatbots in the field of thoracic surgery using vali-
dated scoring tools (mEQIP, QAMALI, and ARLC).

All evaluated chatbots produced coherent, guide-
line-consistent, and medically relevant responses when
asked about postoperative care following lung resec-
tion. The mean mEQIP and QAMAI scores (84.7% and
27.2/30, respectively) demonstrate that current large
language models (LLMs) can generate text comparable
to professional-level educational materials [1]. Among
the models, GPT-4.1 and GPT-50 yielded the most ac-
curate and comprehensive responses. This finding
aligns with prior studies in other surgical domains. For
instance, Yiiksel et al [11] reported similar outcomes in
coronary artery bypass graft (CABG) education, where
chatbots achieved high-quality content but limited read-
ability. Similarly, Shao et al [12] and Platz et al [13]
found that chatbots perform reliably in cardiothoracic
contexts but lack transparency regarding source cita-
tions and evidence hierarchy.

Although the generated content demonstrated strong
informational quality, the readability level was found to
be well above the recommended range for patient edu-
cation. The mean ARLC grade was 11.0 + 0.6, equiva-
lent to college-level text, while medical literacy guide-
lines recommend content at or below grade 8 [14]. This
discrepancy reflects a fundamental limitation of Al-gen-
erated patient education materials: advanced linguistic
structures and medical terminology reduce accessibility
for general readers. Similar results have been reported
in oncology [15] and urology [12], where chatbots pro-
vided technically accurate but linguistically complex in-
formation. Therefore, readability optimization remains

a priority before widespread clinical implementation.

Ferrari-Light et al [8] recently assessed chatGPT’s
performance in lung cancer surgery FAQs, demonstrat-



ing accurate but occasionally incomplete information.
Their conclusions parallel our study, which identified
high accuracy but variable depth of explanation among
chatbots. Furthermore, previous CABG and ophthal-
mology studies [10,11] confirmed that LLMs maintain
factual integrity but inconsistently cite evidence sourc-
es. These observations emphasize that Al tools should

complement, not replace, clinician-delivered education.

Chatbots could be implemented under supervised
frameworks, where thoracic surgeons validate discharge
information and multilingual versions assist non-native
patients. Such integration would allow safe, standard-
ized, and culturally adapted postoperative education, par-
ticularly within ERAS pathways. Future updates of Al
models could further support real-time patient commu-

nication and remote monitoring under clinical oversight.

From a practical perspective, chatbots can serve as
valuable adjuncts for postoperative counseling and dis-
charge education in thoracic surgery. They can reinforce
instructions regarding breathing exercises, wound care,
and complication warning signs, thus supporting ERAS
pathways [2,3]. However, clinicians must remain vigi-
lant, as Al-generated outputs may omit individualized
details such as comorbidities, surgical techniques, or
medication adjustments. Integrating chatbots into struc-
tured, physician-supervised patient education systems

could enhance safety, comprehension, and adherence.
Limitations of the study

Our study has several limitations. First, it included only
five English-language chatbots and a single standardized
prompt, which may not represent real-world variability.
Second, the evaluation was conducted by a single tho-
racic surgeon, so inter-rater reliability could not be as-
sessed. Third, our study focused on text-based outputs,
excluding multimodal chatbots capable of generating au-
dio or video instructions. Future research should incorpo-
rate multilingual prompts, patient comprehension testing,
and comparison across surgical specialties. Additionally,
chatbot outputs may evolve over time as models are con-
tinuously updated, representing an inherent limitation for

reproducibility in Al-based research.

In conclusion, Al chatbots show strong potential for

producing accurate and structured educational materials
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after thoracic surgery. Nevertheless, limited readability
remains the foremost barrier to patient-level integration
of Al chatbots. The linguistic complexity of their outputs
often surpasses the health literacy threshold required for
effective clinical adoption. Efforts to simplify language,
verify evidence sources, and contextualize information
for individual patient needs are crucial before integrat-

ing chatbots into postoperative education.
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